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Abstract: 

On Twitter, one of the most popular social media sites, there was an increase in tweets containing positive, negat

ive and neutral messages about the virus in a short time. Because of the diversity of tweets, researchers continue

d to conduct public opinion polls and measure the extent of public opinion regarding the virus. Then, the method 

we proposed in this study examined the smallpox virus by following Twitter users who shared their thoughts on t

he social media site. The proposed method performs sentiment classification using various criteria and classifiers

 to evaluate the sentiment of collected tweets. Early detection of viral behavior in tweets could lead to better und

erstanding and control of the virus. Tweets are divided into three sentiment categories: positive, negative, and ne

utral. Our proposed method is based on three different machine learning algorithms, including Nave Bayes classi

fier, random forest classifier, and support vector machine classifier. Since these three classifications have differe

nt advantages, tweets from Twitter can be classified during the application process. Results are plotted using the 

matplotlib package provided with Python. 
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I. Introduction 

 

Critical analysis is a type of text analysis that uses techniques to identify the emotions of a text, whether good, ba

d, or neutral. Using data for emotional intelligence can help businesses better understand what people are general

ly talking about. Twitter has nearly 30 million active users who send an average of 500 million tweets every day,

 making it one of the most important social media platforms for news, information and interaction with internatio

nal brands and prominent images. So it's no surprise that businesses see this Weibo platform as an important tool

 for marketing and customer support. Twitter allows businesses to reach a wide audience and connect directly wi

th customers. Twitter analytics allows businesses to understand their target audience, track what is being said ab

out their business and competitors, and identify emerging issues. When analyzing Twitter data, various metrics s

uch as number of comments or number of retweets seem insufficient to get the full picture. It is really important t

o understand the importance of this information. Do they or do they not talk about specific products or topics? A

ssessing emotions leads to correct decisions. It ensures a good understanding of the subject or the whole being di

scussed.NeedofsentimentalAnalysis 

 

1) Economic Evolution: It is not important compared to all information, there is only money in the economy. Ho
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wever, the analysis helps eliminate important features of businessspecific profiles. Sentiment analysis will provid

e businesses in the industry with a great opportunity to improve their brand and audience. This will benefit any b

usinesstoconsumer business, whether it is restaurants, entertainment, hospitality, mobile consumer, retail or trave

l. Page layout. 

 

2) Research needs: Evaluation, analysis, theory, classification, etc. Research needs on the topics are other import

ant factors leading to the expansion of SA. Additionally, his research topics include text mining, machine learnin

g, natural language processing, artificial intelligence and polling, audio, content analysis, etc. It will be based on 

computer science disciplines, including 

 

2. literaturesurvey 

 

G. P. Zhang's theory (2000) - Classification according to GP is one of the most active tasks in the research and us

e of neural networks. Zhang's (2000) theory. Rich and everexpanding knowledge. This section provides an overv

iew of the most important developments in the field of neural network classification. In particular, the relationshi

p between neural and traditional classifiers, the balance between learning and generalization, the selection of diff

erent features, and the effect of error rates are examined. The purpose of this review is to provide an overview of 

the literature in this field and to encourage readers interested in the research area. Machine learning, dictionary-

based, and hybrid methods are three categories of classification theory. When evaluating volume generated, mor

e complex metrics such as number of followers/friends, number of likes/shares/retweets per post and number of s

hares, reaction rate, and other combination metrics are often included. However, measuring user sentiment is not 

an easy task. After receiving the necessary information, the system performs a logical analysis. He said there are 

two main methods of sentiment analysis: machine learning and dictionary methods. 

 

 

D.Can, S.Narayana (2012) - It was the researchers who wanted a real opinion: Analysis of public reaction time. 

They collect responses from the microblogging site Twitter. Twitter is one of the social media platforms where u

sers can express their thoughts, feelings and opinions on all kinds of topics. Twitter messages from American vot

ers constitute a large amount of data used to gauge public opinion of each candidate and predict who will win. It 

was thought that the attacks people shared on Twitter would affect the entire election process. They also investig

ated the effects of emotional surveillance on these public events. They also showed how fast this overtheair emot

ional analysis is compared to content analysis, which can take days or weeks to complete. The system for them h

as proven to analyze all Twitter data for opinion polls, candidates, support and more and generate profits. They a

lso investigated the effects of emotional surveillance on these public events. They also show how quick the evalu

ation of this hypothesis is compared to traditional content, which can take days or weeks to complete. Six of the

m found a technology that can analyze opinions about elections, candidates, support and more from all Twitter d

ata and return good results. 

 

 

O. Almatrafi, S. Pala, B. Chavan et al. (2014) - The authors emphasized the locationbased approach. They say se

ntiment analysis involves extracting sentiments from text on specific sites using natural language processing (NL

P) and machine learning. They explored many applications of locatiobased sentiment analysis using data that fac

ilitates data collection from multiple sources. The article easily accesses the site tweet feature on Twitter, allowin
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g information (tweets) to be collected from specific sites to identify patterns and trends. As part of their research,

 they are examining the 2014 Indian general elections. They extracted 600,000 tweets from both political parties 

over seven days. They use machine learning algorithms, such as the Naive Bayes algorithm, to create a classifier 

that can classify tweets as positive or negative. They used a Python module to tap into the perceptions and behav

ior of users across different spheres of both political parties and plotted their findings on a map of India. 

 

Dr. Ratnadeep R. Deshmukh (2014).different words. The purpose of the feature selection method is to select imp

ortant content from the text for sentiment analysis. Machine learning, dictionarybased, and hybrid methods are th

ree categories of classification theory. The system developed by the authors for the general analysis of Twitter da

ta faces new problems due to the heterogeneity of data distribution due to the abundance of daily posts using diff

erent languages. The purpose of the feature selection method is to select important content from the text for senti

ment analysis. Machine learning, dictionarybased, and hybrid methods are three categories of classification theor

y. When measuring volume generated, more complex metrics such as number of followers/friends, number of lik

es/shares/retweets of a post, and engagement, price response, and other composite metrics are often included. On

 the other hand, analyzing user opinions requires effort. It is the process of identifying and classifying the ideas o

r thoughts expressed in a particular passage. This system requires a key and access to the Twitter API. 

 

B. Sun, V. Ng, et al. (2016) - Panda Library contains data structures and tools for working with data systems use

d in many different fields, including statistics, finance, social, and more. This library provides an integrated, easy

touse framework for working with data. Analyze and manage large data sets. It is intended to be the future standa

rd for computing in Python. It works well as an addition to existing Python work, as well as using and extending 

existing data management functions in other programming languages such as R. Explain the layout and features 

of pandas. The library called Natural Language Toolkit (NLTK) contins many software modules, many data stru

ctures, tutorials, problems, some statistics, machine learning classes including speech, etc. is available. The main

 purpose of .NLTK is word processing or analyzing information in human language. The corpus is provided by 

NLTK and is used to train the classifier. 

 

III. Methodology 

 

A. Overview 

 

Our experiment is illustrated in Figure 1.0, starting with data collection, interpretation, and planning. We pre-

remove retweets, symbols, hashtags, user tags, stop words, numbers, and equal words and replace emojis with te

xt. 

 

B. Data collection 

 

Create a data set to be completed and the data provided by this set should be accessed for comments on social me

dia platforms. It is recommended to use the Python library Tweepy, which has an API to extract the via's relation

ship to the server. Remove retweets when tweeting. 

 

 

C. dataPre-processing 
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Preprocessing is a part of Natural Language Processing (NLP) that helps convert raw text into an understandable 

format. In this research, we use many tools and methods for prioritization. Since our files are in multiple languag

es, we need to make sure that all files are in the same language. To do this, we leveraged Python's built-

in cleantext package to translate all non-English tweets into English. Then come all the retweets and tags. 

 

 

 

Hashtags, stop words, tokenization, stop words and duplicate words are removed. We will cover each of t

he following tasks: 

 

1) Removing user tags: When tweets are shared, duplicates are created and this can greatly affect educational sta

ndards, are reported and corrected, so retweets should be removed. "RT" means retweet and "@Someone" means

 user tag. They are also excluded. 

 

2) Emoji and text replacement: Emojis are small digital images and symbols that people use to convey their thou

ghts and feelings. We convert these images into comparison text to improve our training model. All text has been

 converted to lowercase to avoid double-checking. 

 

3) Hashtags, numbers and symbols removed: Hashtags are words used to find and store similar information on so

cial media. The pound sign (#), often seen before periods, is a powerful tool in relationships. However, it was re

moved from the database as it was not required for education standards. Regular expressions are used to remove 

numbers, repeated expressions, and punctuation marks (RegEx). This speeds up the learning process while also r

educing memory usage. 

 

4) Elimination of stop words: Stop words are words that contain little important information for the sentence, suc

h as 

 

' toâ, –

me, "my", "we". To avoid noise in the dataset, we remove them using the Python package library stop message. 

 

5) Tokenization: Tokenization is done by dividing the text into smaller parts of a word using natural language to

ols. Tokenization is required so that the video in the review view can be easily removed. 

 

 

D. Data Labels 

 

At TextBlob we use polarity scores to determine labels. There are three labels: good, bad and neutral. TextBlob i

s another dictionarybased sentiment analysis (rulebased sentiment analysis) we used in our research. We create a 

Python loop that iterates over all lines in the file and retrieves the polarity and content using the textblob() functi

on. The polarity score is a floating number between 0 and 1, and its state is still between 0 and 1. In this study, w

e are interested in the transcribed polarity score as shown in the equation below. 
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Fig 2.0 : graphical representation of positive, negative and neutral tweets 
 
 

E.VectorizationWord embedding, also known as word vectorization, is a language processing method that c

onverts a word or phrase in a sentence into number vectors that can be used to analyze the semantics, analog

ues, and approximations of a word. It is easier to train and extract features in machine learning when using t

he term embedding. TF-IDF is adopted to perform hypothesis testing using vectorization. 

 

1) TFIDF: Time frequency (TF) and inverse document frequency (IDF). While IDF focuses on the frequenc

y count of words in a word, TF focuses on all words in a document. The TF formula is found in Equation 1. 

TF (t, d) = of term (t) in file Frequency (d) (1) 

All terms in file (d) 

 

TF (t, d) 

= 

Frequency of term (t) in the 

document (d) (1) 

  Total word in the document (d)  
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Purpose The purpose of IDF is to determine how much text there will be for each word in the document. We nee

d IDF because it maximizes the value of infrequently occurring expressions while reducing the weight of frequen

tly occurring expressions. Equation 2 can be used to calculate the IDF. 

IDF (t) = 

log2   ( Total Documents (N) ) (2) 

 
1+Total Documents with term 
(df(t))   

 

 

IDF (t) = log2 ( Total Documents (N) ) (2) 

1+Term Total Documents (df(t)) 

TF - IDF expression in Equation 3 are Results formula 1 and union of 2 

TF ☈ IDF = tf .idf (t, d, N) = tf (t, f ).idf (t, N) (3) 

 

TF − IDF = tf .idf (t, d,N) = tf (t, f ).idf (t,N) 

 

 

F. Learning Models -Various types of machine learning 

 

are used in this project to design, build and evaluate many models. The remaining 80% of the dataset is used for t

raining, while only 20% is used for validation. Here, the accuracy, precision, recall, and F1 score of each model 

are used to evaluate its performance. Each learning algorithm uses sklearn's preset hyperparameter values. The a

ctual algorithm is discussed in more detail below. 

 

 

1) Random Forest: We use the random forest model. It is an algorithm in ensemble machine learning classificati

on. This algorithm produces a large number of decision trees, which means most of the trees will choose one clas

s. This scheme collects the results of the prediction tree and randomizes them. Node size, number of trees, and n

umber of samples are the three minimum hyperparameters that must be met for the random forest to work proper

ly. Use the bagging technique (also known as bootstrap aggregation), which uses training data to create a unique 

set of training data. Results are determined by the preferred price. 

 

2) Support Vector Machine: classify data into a set of objects using a powerful SVM model that provides the bou

ndaries of the cluster. Hyperplanes are an important feature of SVM for determining boundaries (separations) bet

ween classes. There are three hyperplanes. Positive hyperplane, negative hyperplane and ideal hyperplane are thr

ee types of hyperplane.  

 

w⃗.x⃗ + b = 1   for Positive 

hyperplane (1) 
w⃗.x⃗ + b = − 1 for Negative  hyperplane  (2) 
w⃗.x⃗ + b = 0 for optimal hyperplane (3) 
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Equation 1-3 represents this number of hyperplanes: 

w-.x-+ b = 1 (for positive hyperplane (1)) 

w-.x-+ b =-

1 (for negative hyperplane (2) ). is x. Ensure that the model has its best hyperplane, where the large edges should

 be maximized. For nonlinear problems, the method is sufficient to solve them using longer dimension appropriat

e kernels, allowing to separate them. SVMs include Polynomials, Gaussians and kernels. Such as Gaussian Radia

l Basis Function (RBF). 

1) Naive Bayes: Another method used for classification is Naive Bayes. It is a probabilistic classifier that uses rel

evant events to determine the relevant class of its input. The probability calculation for each category is defined i

n Equation 4. 

Conditional probability* Prior probability (4) 

Proof 

Mathematically, 

 

Conditional probability * prior 

probability (4)  
 

Evidence  
  

 
 
 
 

 

Among these: 

 

P(y): previous outcome 

 

P (X/ y): probability 

P (y/X): 

 

Probability after br>P (X): Marginal probability (evidence)
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There are many variations of Naive Bayes; However, in this research we use Multinomial Nai
ve Bayes, a model that focuses on classifying problems in data processing. 
 
IV. Results and Discussion 
 
This section presents the experimental procedure used to evaluate the effectiveness of the pro
posed model. In our research, we developed, refined and analyzed 3 models based on registra
tion, vectorization and normalization methods. All models are trained and evaluated using thr
ee machine learning algorithms: random forest, support vector machine (SVM), and naive Ba
yes classifier. 
 
TABLE I  
Comparisons of Model’s Performance 
 

Model Accuracy Precision Recall F1 Score 

     

SVM 0.8946 0.8851 0.8958 0.8694 

     

Random 
0.8778 0.8806 0.8648 0.87752 

Forest     

     

Naïve 

0.7421 0.7928 0.7632 0.7594 

Bayes     

      
 
Table 1 shows the results of the model created using textblob and the TFIDF vectorizer for re
gistration. Based on our tests of these three algorithms. Support vector machine has the best p
erformance with an accuracy of 0.8946. 
 
5. Conclusion 
 
Analysis and inference are hot topics in machine learning. The purpose of theory analysis is t
o analyze texts according to the theory they contain. Sentiment analysis is a new research fiel
d that has recently received great attention in the field of computational language and text mi
ning. In this project, we discuss a simple technique to segment tweets into good and bad grou
ps using machine learning and Python. We can further improve our distribution by continuing
 to extract more features from tweets. The Twitter API is very useful for processing data requ
ests and can provide valuable insight into what the public is thinking. 
 
 
VI. Future scope 
 
More word embedding methods and approaches (eg: doc2Vec) and text tagging (eg: Azure M
achine Learning) will be added in future work to tune the performance of the model. We also 
hope to use deep learning and Transformer algorithms to improve thinking and predictive thi
nking. 
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